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\textbf{Abstract}
Fuzzy rough set is a theoretical framework of fuzzy uncertainty management, and discernibility matrix offers a mathematical foundation for algorithm construction of feature learning. The approaches of fuzzy rough set and discernibility matrix have been successfully applied in single-label learning. However, few works have been done on investigating the foundation of fuzzy rough discernibility matrix on multi-label data. There will be two pivotal problems to be addressed when using fuzzy rough discernibility matrix for multi-label data analysis. One is how to extract sample-level and label-level correlations; and the other is how to utilize the discernibility matrix for algorithm construction. For this reason, in this paper the fuzzy rough discrimination matrix is introduced to deal with the problem of multi-label feature selection. First, the significance of labels in the label space is captured based on the label correlation. Labels with different significances contribute to different weights for measuring the similarity between samples. Hence, a sample similarity matrix in the label space is computed based on the label weighting strategy. Then, a framework of a fuzzy decision system is formalized, in which the discernibility matrix of fuzzy rough sets is introduced as a foundation to evaluate the sample discrimination ability of features. Under the discernibility matrix criterion, a multi-label learning algorithm is developed to select discriminative features from multi-label data. A series of experimental analysis verifies the effectiveness and efficiency of the proposed method.

\section{Introduction}
In recent years, multi-label learning has rapidly expanded in various real-world domains such as image annotation, text categorization and medical diagnosis\cite{1,2}. In multi-label learning, a sample is usually associated with multiple class labels simultaneously rather than a single one, and the main purpose of learning is to construct a classifier that can accurately predict the possible label set for test samples.

As we know, the performance of multi-label classification is strongly influenced by the input features. It is overextended for a machine when it directly handles high-dimensional data sets with a huge number of features. In fact, most of features are redundant and offer repetitive or even no semantic information which may decrease the classification performance of multi-label learning.

Therefore, feature selection which aims to eliminate irrelevant features is an essential pre-processing step to alleviate the curse of dimensionality and to improve the learning performance. Up to now, various multi-label feature selection algorithms have been developed from different viewpoints, such as information metric\cite{3–6}, large margin\cite{7,8}, and sparse learning\cite{9–11}. In many related works, label correlation is an important concern for constructing learning models, which can influence the accuracy of label annotation. According to the order of correlation, the strategies of multi-label learning are roughly divided into three categories: first-order, second-order and high-order strategies. First-order strategy treats a multi-label task as a set of single-label ones and deals with multi-label data in a label-by-label manner. Second-order strategy takes the pairwise relationship between labels into account\cite{12–14}, which may overlook the interactions...
among the class label subsets. Therefore, high-order strategy is developed to explore the correlation between one label and the subsets of class labels [15]. However, high-order approaches are usually more complex and less effective due to time complexity and algorithmic adaptability. Furthermore, label correlation can also be explored from the viewpoints of globality and locality simultaneously [16], and the local correlation can be captured via clustering and low-rank embedding.

Most of existing methods related to multi-label learning are based on the mapping or interaction between the feature space and the label space [9], while they don’t consider the direct interaction of sample distributions between the two spaces. This leads to the fact that discriminative information hidden in the set of samples cannot be discovered in some degree. To address this deficiency, in this paper, we propose a sample-oriented multi-label feature selection method via label weighting and fuzzy rough discrimination. First, the pairwise label correlation is explored, based on which the weights are assigned for measuring the significance of each label in the label space. Second, the similarities between samples in the label space are generated by combing the set of weighted labels. Third, fuzzy rough discernibility matrix is introduced to discriminate inter-class samples in the framework of the fuzzy decision system. Finally, a multi-label feature selection algorithm based on fuzzy rough discrimination is designed, and experimental results demonstrate that the proposed method is superior to some state-of-the-art multi-label learning algorithms for multi-label feature selection.

The rest of this paper is organized as follows. We recall related notations and construct the sample similarity matrix in the label space in Section 2. In Section 3, we develop a framework of a fuzzy decision system, introduce the fuzzy rough discernibility matrix, and present our algorithm in detail. In Section 4, we analyze the effectiveness of the proposed method by a series of experiments. Finally, we summarize the study in Section 5.

1.1. Related work

Feature selection is an essential pre-processing step for many machine learning tasks, which aims to delete irrelevant or redundant features so as to speed up the computational progress and improve the learning accuracy. In recent years, various types of multi-label feature selection algorithms have been developed. The algorithms based on information theory [3–5,17] provide scalable evaluation for selecting relative features. Lee et al. [3–5] proposed mutual information based multi-label feature selection methods by maximizing the dependency between selected features and labels. Li et al. [19] utilized information theory to evaluate the discrimination information provided by the selected feature subset. Lin et al. [20] employed mutual information to construct metrical scales by integrating max-dependency and min-redundancy. Qian et al. [21] transformed multi-label data into multi-label systems and constructed an information fusion-based feature selection method.

Sparse learning provides a well-established perspective for multi-label feature selection. Huang et al. [12] introduced a label-specific feature selection method, in which each class label was only determined by a sparse subset of relevant features. Huang et al. [13] proposed a feature selection method, namely manifold-based constraint laplacian score. The method first transformed the original logical labels into numerical ones via manifold learning, and then calculated the similarity between numerical labels based on an affinity matrix between corresponding samples. Zhang and Wu [9] developed a method that projected the original feature space into a lower-dimensional one by maximizing the dependence between features and associated class labels. Zhang et al. [22] constructed a sparse optimization model for multi-label feature selection based on label manifold and feature manifold. In the model, the local label-level and sample-level correlations were captured by embedding the label space and feature space into the unified lower-dimensional matrix via Laplacian mappings.

Fuzzy rough set [23] and discernibility matrix [24], as two important tools for uncertainty measurement in granular computing, have been widely applied in single-label feature selection. Since they are closely related to our study, we will briefly introduce them in the following. In fuzzy rough sets, a pair of lower and upper approximations are defined in terms of fuzzy membership functions to handling real-valued features. The model encapsulates both the concepts of fuzziness and indiscernibility for characterizing the uncertainty hidden in knowledge. Jensen and Shen [25,26] first proposed the feature selection methods with fuzzy rough sets, where the approximation qualities of decision classes were measured based on the fuzzy similarity of samples induced from features. Following the work of Jensen and Shen, a series of evolutionary versions were put forward to improve the algorithmic efficiency [27–29]. On the other hand, the concept of discernibility matrix clearly reveals the basic structures of optimal feature subsets under fuzzy rough sets. In the discernibility matrix, each entry stores a subset of features that can discriminate corresponding sample pairs. Tsang et al. [30] constructed the discernibility matrix of fuzzy rough sets and proposed an algorithm using discernibility matrix to compute all optimal feature subsets. Chen et al. [31] pointed out that the minimal elements in the discernibility matrix were sufficient and necessary for constructing optimal feature subsets. Hu et al. [32,33] introduced kernelized fuzzy rough sets to evaluate the approximation quality and approximation abilities of features in hybrid and multi-modality data. Zhang et al. [34] employed the discernibility matrix of fuzzy rough sets to introduce a type of information entropy for single-label feature selection. Considering the relevance and diversity between samples simultaneously, the first author of this paper [35,36] investigated the discernibility matrix and feature selection with a generalized intuitionistic fuzzy rough set. In recent years, the approaches of fuzzy rough sets have been gradually introduced and improved to deal with multi-label data. Li et al. [37] developed a multi-label kernelized fuzzy rough sets for multi-label feature selection. Lin [38] adopted the mean distance between samples to introduce a new fuzzy rough set model. The above-mentioned algorithms mainly utilized the approximations in fuzzy rough set models to design feature evaluation functions, while they pay less attention to the discrimination information of samples. Hence, Che et al. [39] employed the sample discrimination to formulate the correlation between label pairs and developed a discernibility matrix on special sample pairs. Noticeably, this method treated the labels equally and divided the samples into two disjoint parts in a label-by-label manner. In this paper, we introduce a sample discrimination method by using the discernibility matrix of fuzzy rough sets. To be specific, the similarities between samples are characterized by weighting the labels according to the diversities by comparing each label with label subsets. The inter-class discrimination and intra-class aggregation are recognized as criteria of feature selection based on the discernibility matrix of fuzzy rough sets (Table 1).
Table 1
Summary of notations used in this paper.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>number of samples</td>
</tr>
<tr>
<td>p</td>
<td>number of features</td>
</tr>
<tr>
<td>m</td>
<td>number of labels</td>
</tr>
<tr>
<td>m</td>
<td>m-dimensional all one row vector</td>
</tr>
<tr>
<td>| |_1</td>
<td>\ell_1-norm</td>
</tr>
<tr>
<td>| |_\infty</td>
<td>Frobenius norm</td>
</tr>
<tr>
<td>Y</td>
<td>label matrix</td>
</tr>
<tr>
<td>Y(i)</td>
<td>ith row vector</td>
</tr>
<tr>
<td>Y(i,j)</td>
<td>(i,j)th entry</td>
</tr>
<tr>
<td>Y^t</td>
<td>transpose matrix of matrix Y</td>
</tr>
<tr>
<td>Y^\dagger</td>
<td>reverse matrix satisfying Y(i,j) = 1 - Y(j,i)</td>
</tr>
<tr>
<td>e</td>
<td>Hadamard division (entry-wise division)</td>
</tr>
<tr>
<td>C_l</td>
<td>label correlation matrix</td>
</tr>
<tr>
<td>S_l</td>
<td>sample similarity matrix</td>
</tr>
<tr>
<td>w_l</td>
<td>label weighting vector</td>
</tr>
<tr>
<td>w(i)</td>
<td>ith entry of vector w</td>
</tr>
<tr>
<td>\Sigma_w</td>
<td>diagonal matrix of vector w satisfying \Sigma_w(i,i) - w(i)</td>
</tr>
</tbody>
</table>

2. The sample similarity matrix of multi-label data

In this section, we first review basic notations in multi-label learning. Then, the weighting method of labels is proposed based on pairwise label correlation, and the sample similarity matrix in the label space is produced by computing the weights of related class labels. Notations used are summarized in Table 1.

A multi-label data set is denoted by MLD = \{U, F, L\}, where U = \{x_1, x_2, \ldots, x_n\} is the universe of n samples, F = \{f_1, f_2, \ldots, f_p\} is the set of p features, and L = \{l_1, l_2, \ldots, l_m\} is the set of m class labels. Assume that Y \in \{0, 1\}^{n \times m} is the ground-truth label matrix, and Y(i) is the label vector of sample x_i. If Y(i,j) = 1, then x_i is associated with label l_j; otherwise Y(i,j) = 0.

Suppose C_l \in \mathbb{R}^{m \times m} is the label correlation matrix. According to the assumption of label manifold, each label theoretically can be recovered by its neighboring labels. This assumption suggests us to induce the following optimization problem:

\[
\min_{C_l, Y_0} \|Y_0\|_1, \quad \text{s.t.} \quad Y = YC_l + Y_0 \tag{1}
\]

Here, Y_0 \in \mathbb{R}^{n \times m} retains the noise labeling information which is constrained to be sparse by using the \ell_1-norm. Each column of C_l contains the label correlation w.r.t. one label and each entry of C_l measures the similarity between a pair of labels. The larger the value is, the stronger the correlation between two labels is.

The above optimization problem is with a smooth convex loss function involving \ell_1-norm regularization. To solve the above problem, the augmented Lagrange multiplier method [40] is adopted to induce the following Lagrange function:

\[
\min_{C_l, Y_0} \|Y_0\|_1 + \langle A, YC_l + Y_0 - Y \rangle + \frac{\mu}{2} \|YC_l + Y_0 - Y\|_F^2 \tag{2}
\]

where A \in \mathbb{R}^{n \times m} is a Lagrange multiplier matrix, \mu is a penalty parameter, and \| \cdot \|_F is the Frobenius norm of a matrix.

According to the LADMAP method [41], Eq. (2) can be rewritten as

\[
\min_{C_l, Y_0} \|Y_0\|_1 + \frac{\mu}{2} \|YC_l + Y_0 - Y\|_F^2 \tag{3}
\]

Specially, when Y_0 is fixed, the optimal solution of C_l is calculated as

\[
C_l = \left(Y^TY\right)^{-1} \left(Y^TY - Y^TY + Y^TA\right) \tag{4}
\]

The optimizing rule for Y_0 can be calculated based on the element-wise shrinkage operator [42] such that:

\[
Y_0 = \mathcal{S}_\mu \left(Y - YC_l - A\right) / \mu \tag{5}
\]

where \mathcal{S}_\mu is the element-wise shrinkage operator [42], which is defined as \mathcal{S}_\mu(a) = (a - w)_+ - (a - w)_-.

The Lagrange multiplier matrix A and the parameter \mu at the t-th iteration are updated as:

\[
A^{t+1} = A^t + \mu^{t+1}(Y - YC_l - Y_0) \tag{6}
\]

where \mu is a positive scalar.

The label correlation matrix records the pairwise correlation of labels, based on which the weights for measuring the significance of labels are defined as follows.

**Definition 1.** Let MLD = \{U, F, L\} be a multi-label data set and C_l the label correlation matrix. Denote the label weighting vector \w_l \in \mathbb{R}^{1 \times m} as \w_l = \left(1_m \bar{C}_l\right) / \left(1_m \bar{C}_l1_m^T\right) \tag{7}

where \bar{C}_l \in \mathbb{R}^{1 \times m} is the reverse matrix of C_l satisfying \bar{C}_l(i,j) = 1 - C_l(i,j).

In **Definition 1**, the semantics of the numerator and denominator for calculating \w_l can be explained as follows.

**Property 1.** Let MLD = \{U, F, L\} be a multi-label data set and \w_l the label weighting vector. We define the sample similarity matrix \S_s \in \mathbb{R}^{n \times n} in the label space as

\[
\S_s = \left(Y\Sigma_wY^T\right)^0 \left(1_n\Sigma_wY - \bar{Y}\Sigma_w\bar{Y}^T\right) \tag{8}
\]

where \Sigma_w is the diagonal matrix of vector w satisfying \Sigma_w(i,i) = w(i).

In **Definition 2**, each entry \S_s(i,j) represents the similarity degree between samples x_i and x_j. To clearly illustrate the semantics of the sample similarity matrix, we state the following conclusions.
Theorem 1. The following statements hold.

\((1)\) \(\left(\sum_{Y}Y^{T}\right)(i,j) = \sum (w_{l}(k))Y(i,k) = 1 \land Y(j,k) = 1, 1 \leq k \leq m;\)

\((2)\) \(\sum_{Y}Y^{T}(i,j) = \sum (w_{l}(k))Y(i,k) = 0 \land Y(j,k) = 0, 1 \leq k \leq m;\)

\((3)\) \(1^{T}_{n}1_{n} - \sum_{Y}Y^{T}(i,j) =\)

\(= \sum (w_{l}(k))Y(i,k) = 1 \lor Y(j,k) = 1, 1 \leq k \leq m;\)

\((4)\) \(S_{c}(i,j) = \sum (w_{l}(k)Y(i,k) = 1 \lor Y(j,k) = 1).\)

Proof. \((1)\) It is not hard to prove that \(\left(\sum_{Y}Y^{T}\right)(i,j) = \sum (w_{l}(k))Y(i,k) = 1 \land Y(j,k) = 1).\)

With the fact that \(Y\) is a 0–1 matrix, it hold \(\left(\sum_{Y}Y^{T}\right)(i,j) = \sum (w_{l}(k))Y(i,k) = 0 \land Y(j,k) = 0).\)

\((2)\) From (1), we have \(\left(\sum_{Y}Y^{T}\right)(i,j) = \sum (w_{l}(k))Y(i,k) = 1 \lor Y(j,k) = 1).\)

It follows that \(\sum_{Y}Y^{T}(i,j) = \sum (w_{l}(k))Y(i,k) = 0 \land Y(j,k) = 0).\)

\((3)\) Since \(1^{T}_{n}1_{n}(i,j) = 1\), it holds from (2) that \(1^{T}_{n}1_{n} - \sum_{Y}Y^{T}(i,j) = \sum (w_{l}(k))Y(i,k) = 0 \land Y(j,k) = 0).\)

Combining with \(\sum_{Y}w_{l}(i,j) = 1\), we have.

\(1^{T}_{n}1_{n} - \sum_{Y}Y^{T}(i,j) = \sum (w_{l}(k))Y(i,k) = 1 \lor Y(j,k) = 1).\)

\((4)\) It is direct from (1) and (3). \(\Box\)

In Item (1), \(\left(\sum_{Y}Y^{T}\right)(i,j)\) is the total weights of the labels jointly owned by samples \(x_{i}\) and \(x_{j}\), whereas in Item (3), \(1^{T}_{n}1_{n} - \sum_{Y}Y^{T}(i,j)\) is the total weights of the labels owned by at least one of samples \(x_{i}\) and \(x_{j}\). Item (4) characterizes the semantic of each entry \(S_{c}(i,j)\) in the matrix: If the weights of all labels are equal, \(S_{c}(i,j)\) is just the ratio between the labels jointly owned by samples \(x_{i}\) and \(x_{j}\) and the labels owned by either \(x_{i}\) or \(x_{j}\). As an extension, \(S_{c}(i,j)\) is the similarity between samples \(x_{i}\) and \(x_{j}\) by combining the weights of all related labels.

According to the above analysis, we present a detailed algorithm for calculating the sample similarity matrix in the label space as shown in Algorithm 1.

### Algorithm 1

**Input:** A multi-label data set \(MLD = < U, F, L >\) with the label matrix \(Y\).

**Output:** The sample similarity matrix \(S_{c}\).

1. Compute the label correlation matrix by solving the optimization problem (1);
2. Compute the label weighting vector \(w_{l} = \frac{1_{n}C_{i}1_{n}}{1_{n}C_{i}1_{n}}\) by Eq. (7);
3. Construct the diagonal matrix \(\sum_{w_{l}}\) of \(w_{l};\)
4. Compute the matrix \(S_{c} = \left(\sum_{w_{l}}Y^{T}\right)\sum_{w_{l}} - \sum_{Y}Y^{T}\) by Eq. (8);
5. **Output** \(S_{c}\).
6. **End**

3. A fuzzy decision information system induced from multi-label data

In the section above, the sample similarity matrix \(S_{c}\) is produced from the label space by weighting the pairwise correlation of labels. Each entry of the matrix reflects the similarity between the corresponding pair of samples in the label space. In the same sense, in the feature space, each feature \(f_{i}\) can induce a fuzzy relation \(R_{p} = [R_{p}(x_{i}, x_{j})] \in \mathbb{R}^{m \times m}\) by using various methods, e.g., similarity methods or kernel methods, which characterizes the pairwise similarity of samples on feature \(f_{i}\). In particularly, denote \(R_{p}(x_{i}, x_{j}) = \exp\left(-\frac{(x_{i} - x_{j})^{2}}{2\sigma^{2}}\right)\), where \(\sigma\) is the parameter which is simply set by \(\sigma = 1\) for graph construction. Moreover, \((x_{i} - x_{j})_{k}\) is the difference between \(x_{i}\) and \(x_{j}\) at the \(k\)-th feature. Consequently, a family of fuzzy relations \(\mathscr{R} = \{R_{1}, R_{2}, \ldots, R_{p}\}\) can be obtained from the whole feature space.

Given a multi-label data set \(MLD = < U, F, L >\), below we utilize the framework of fuzzy relations to represent the sample information in the data. Consequently, a fuzzy decision information system is formalized as \(FS = (U, \mathscr{R}, S_{c})\), where \(\mathscr{R}\) is a set of fuzzy relations induced from the the feature space and \(S_{c}\) is the sample similarity matrix in the label space. Under the framework of a fuzzy decision information system, we will investigate the multi-label feature evaluation and feature selection.

Given a subset of fuzzy relations \(\mathscr{R} \subseteq \mathscr{R}\), the interaction fuzzy relation \(B = \cap \mathscr{R}\) can be obtained. The approximation ability of a subset of fuzzy relations is defined based on fuzzy rough set as follows.

**Definition 3.** [23] Let \(FS = (U, \mathscr{R}, S_{c})\) a fuzzy decision information system with \(\mathscr{R} \subseteq \mathscr{R}\). The lower and upper approximations of each \(x_{i} \in U\) w.r.t. \(\mathscr{R}\) are respectively defined as:

\[\mathscr{B}(x_{i}) = \{x_{i} \mid \mathbb{B}(x_{i}, x_{j}, S_{c}(x_{i}, x_{j}))\},\]

\[\mathscr{F}(x_{i}) = \{x_{i} \mid \mathbb{B}(x_{i}, x_{j}, S_{c}(x_{i}, x_{j}))\}.\]

\(\mathscr{B}\) and \(\mathscr{F}\) are fuzzy sets induced by \(B\), which satisfy \(\mathscr{B}(x_{i}) \subseteq B(x_{i}) \subseteq \mathscr{F}(x_{i})\) for each \(x_{i} \in U\). \(\mathbb{B}(x_{i}, x_{j}, S_{c}(x_{i}, x_{j}))\) is the certainty degree of \(x_{i}\) associating to the fuzzy set and \(\mathscr{F}(x_{i})\) is the plausibility degree of \(x_{i}\) associating to the fuzzy set. The larger the \(\mathscr{B}(x_{i})\) or/and the smaller the \(\mathscr{F}(x_{i})\), the stronger the performance of subset \(\mathscr{R}\).

Moreover, the lower and upper approximations satisfy monotonicity, i.e., the lower (upper) approximation monotonically increases (decreases) with the increasing of fuzzy relations. This can raise the definition of reduct, which is exactly a subset of fuzzy relations that achieves the same approximation ability as the whole set.

**Definition 4.** Let \(FS = (U, \mathscr{R}, S_{c})\) a fuzzy decision information system with \(\mathscr{R} \subseteq \mathscr{R}\), it is referred to as a consistent set iff \(\mathscr{B}(x_{i}) = \mathscr{F}(x_{i})\) for each \(x_{i} \in U\). Furthermore, if \(\mathscr{R}\) is a consistent set and any \(\mathscr{R} \subseteq \mathscr{R}\) is not any more, then \(\mathscr{R}\) is a reduct of \(S\).

In Definition 4, due to the monotonicity of lower approximations, there always exist minimal subsets of fuzzy relations that constitute the reducts of a fuzzy decision information system. For simplicity, denote \(\lambda_{i} = \mathscr{B}(x_{i})\) in all the following contents. We can see that \(\lambda_{i}\) is the fuzzy degree of the \(i\)-th sample belonging to the lower approximation w.r.t. the whole set of fuzzy relations.

We next present the basic structures of reducts by introducing the notion of discernibility set.
Definition 5. Let $FS = (U, \mathcal{A}, S_b)$ be a fuzzy decision information system. Define the discernibility set of each $(x_i, x_j) \in U \times U$ as

$$c_{ij} = \begin{cases} \{ R \in \mathcal{A} | 1 - R(x_i, x_j) \geq \lambda_i \} & S_b(x_i, x_j) < \lambda_i; \\ \emptyset & \text{else}. \end{cases}$$

Definition 5 explicitly indicates that, if the label-level similarity of two samples is less than the confidence degree induced by the fuzzy rough lower approximation, then some related features need to be selected to distinguish the two samples at the feature level.

Definition 5 is a consistent set of $S$:
(2) $\mathcal{A} \cap c_i \neq \emptyset$ for any $c_i \neq \emptyset$.

Proof. (1)$\Rightarrow$(2): Since $\mathcal{A}$ is a consistent set, it implies $\mathcal{A}(x_i) = \lambda_i$. We now assume $c_i \neq \emptyset$. We have $S_b(x_i, x_j) < \lambda_i$, and there is at least one $R \in \mathcal{A}$ such that $1 - R(x_i, x_j) \geq \lambda_i$.

Suppose by contradiction that $\mathcal{A} \cap c_i = \emptyset$. It follows that $1 - R(x_i, x_j) < \lambda_i$ for any $R \in \mathcal{A}$, Hence, $1 - 1 - (\mathcal{A} \cap c_i)(x_i, x_j) < \lambda_i$, which equals to $1 - B(x_i, x_j) < \lambda_i$. It must hold that $S_b(x_i, x_j) \leq \lambda_i$. It is a contradiction to $S_b(x_i, x_j) < \lambda_i$.

$\Rightarrow$(1): We need to prove $\mathcal{A}(x_i) = \lambda_i$. It is obvious that $\mathcal{A}(x_i) = \mathcal{A}(x_j) \leq \lambda_i$ for any $x_j \in \mathcal{A}$. We next prove $\mathcal{A}(x_i) \geq \lambda_i$.

Suppose by contradiction that $\mathcal{A}(x_i) < \lambda_i$. With the fact of $\mathcal{A}(x_i) = \inf \max \{1 - B(x_i, x_j), S_b(x_i, x_j)\}$, there is some $x_j \in U$ such that $1 - B(x_i, x_j) < \lambda_i$ and $S_b(x_i, x_j) < \lambda_i$. It can be verify that $1 - R(x_i, x_j) > \lambda_i$. Hence, there is some $R \in \mathcal{A}$ such that $1 - R(x_i, x_j) > \lambda_i$. This implies $c_i \neq \emptyset$. Combining with $1 - B(x_i, x_j) < \lambda_i$, we have $\mathcal{A} \cap c_i = \emptyset$. This is a contradiction.

We complete the proof. \(\square\)

Corollary 1. Let $FS = (U, \mathcal{A}, S_b)$ be a fuzzy decision information system. Then, $\mathcal{A} \subseteq \mathcal{A}$ is a reduct iff $\mathcal{A}$ is a minimal subset satisfying $\mathcal{A} \cap c_i \neq \emptyset$ for any $c_i \neq \emptyset$.

Proof. The proof is direct from Theorem 2. \(\square\)

After obtaining the discernibility sets by Definition 6, a discernibility function can be defined as $f(\mathcal{A}) = \wedge \{ c_{ij} | c_{ij} \neq \emptyset \}$, where $\vee(c_{ij})$ is the disjunction of all elements in $c_{ij}$, and $\wedge \{ c_{ij} \}$ is the conjunction of all $\vee(c_{ij})$. By transforming the discernibility function into a reduced disjunctive form, the reducts can be constructed as shown in following theorem.

Theorem 3. Let $FS = (U, \mathcal{A}, S_b)$ be a fuzzy decision information system and $f(\mathcal{A})$ the discernibility function of $FS$. Then, $\mathcal{A} = \{ R_1, R_2, \ldots, R_k \} \subseteq \mathcal{A}$ is a reduct iff the conjunction $R_1 \wedge R_2 \wedge \ldots \wedge R_k$ is a prime implicant of $f(\mathcal{A})$.
In Algorithm 3, Step 8 computes the average similarity between each sample and its near neighbors. Steps 9–13 compute the significance of each remaining fuzzy relation by adding it to the current reduct. Step 9 evaluates whether or not the fuzzy relation can discriminate the discernable sample pairs, whereas Step 10 evaluates each candidate relation that whether or not the fuzzy relation can separate the inter-class samples from the intra-class samples. In the end, Step 17 is the termination condition, which guarantees that the selected subset can cover all the discernible sample pairs.

In Algorithm 2, The time complexity of computing the fuzzy rough lower approximations in Step 5 is $O(|U|^2)$, and the time complexity of computing the discernibility sample pairs in Step 9 is $O(|U|^2 |\mathcal{Y}|)$. In Algorithm 3, the time complexity of Step 3 is $O(|\mathcal{Y}|)$ and Step 8 can be done within $O(|U|)$ in each loop. Moreover, the computation of the significance of the fuzzy relations in Step 11 can be done within $O(|U|^2 |\mathcal{Y}|)$. In summarize, the total time complexity of Algorithms 2 and 3 is $O(|U|^2 |\mathcal{Y}|)$.

4. Experiments

4.1. Experiment preparation

In this section, we perform a sequence of experiments to demonstrate the effectiveness of the proposed algorithm (FRD) by comparing it with current state-of-art algorithms on some public data sets. The multi-label data sets used for comparison are downloaded from (http://mulan.sourceforge.net/datasets.html [44]), which are outlined in Table 2. The features in each data set have a variety of characteristics—some binary/discrete and some continuous. The continuous features are normalized into $[0,1]$ and discrete features are converted to distinct values.

The sample similarity matrix $S_i$ evaluates the pairwise similarity of samples. For the sake of simplicity, we cut the matrix $S_i$ by using top-k nearest neighbors as follows:

$$S_i(i,j) = \begin{cases} S_i(i,j), & x_i \in .\mathcal{N}(x_j) \text{ or } S_i(i,j) = 1; \\ 0, & \text{otherwise}; \end{cases}$$

where $\mathcal{N}(x_i)$ is the set of the top-k nearest neighbors of $x_i$ in the label space according to the sample similarity matrix $S_i$. The parameter $k$ is set to 10 in the substantial implementation in the following. After these preparations, Algorithms 2 and 3 can be implemented to select a subset of features.

4.2. Comparison methods

We compare the proposed algorithm against some multi-label feature selection algorithms, including MDDMspc [46], MDDMproj [46], MLNB [47], MCLS [13], MIFS [49], and PMU [5]. The ideas of the six algorithms for comparison are listed below.

MDDM: It contains two substantial algorithms, i.e., MDDMspc and MDDMproj, which adopt different types of strategies to project the original data into a lower-dimensional feature space by maximizing the dependence between the original feature space and the

<table>
<thead>
<tr>
<th>No.s</th>
<th>Data sets</th>
<th>Instances</th>
<th>Training</th>
<th>Test</th>
<th>Features</th>
<th>Labels</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Birds</td>
<td>645</td>
<td>322</td>
<td>323</td>
<td>260</td>
<td>19</td>
<td>Audio</td>
</tr>
<tr>
<td>2</td>
<td>Business</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>438</td>
<td>30</td>
<td>Text</td>
</tr>
<tr>
<td>3</td>
<td>Computers</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>681</td>
<td>33</td>
<td>Text</td>
</tr>
<tr>
<td>4</td>
<td>Education</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>550</td>
<td>33</td>
<td>Text</td>
</tr>
<tr>
<td>5</td>
<td>Emotions</td>
<td>593</td>
<td>391</td>
<td>202</td>
<td>72</td>
<td>6</td>
<td>Music</td>
</tr>
<tr>
<td>6</td>
<td>Entertainment</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>640</td>
<td>21</td>
<td>Text</td>
</tr>
<tr>
<td>7</td>
<td>Health</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>612</td>
<td>32</td>
<td>Text</td>
</tr>
<tr>
<td>8</td>
<td>Recreation</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>606</td>
<td>22</td>
<td>Text</td>
</tr>
<tr>
<td>9</td>
<td>Reference</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>793</td>
<td>33</td>
<td>Text</td>
</tr>
<tr>
<td>10</td>
<td>Scene</td>
<td>2407</td>
<td>1211</td>
<td>1196</td>
<td>294</td>
<td>6</td>
<td>Image</td>
</tr>
<tr>
<td>11</td>
<td>Science</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>743</td>
<td>40</td>
<td>Text</td>
</tr>
<tr>
<td>12</td>
<td>Society</td>
<td>5000</td>
<td>2000</td>
<td>3000</td>
<td>636</td>
<td>27</td>
<td>Text</td>
</tr>
<tr>
<td>13</td>
<td>Yeast</td>
<td>2417</td>
<td>1499</td>
<td>918</td>
<td>103</td>
<td>14</td>
<td>Biology</td>
</tr>
<tr>
<td>14</td>
<td>Bibtext</td>
<td>7395</td>
<td>4880</td>
<td>2515</td>
<td>1836</td>
<td>159</td>
<td>Text</td>
</tr>
<tr>
<td>15</td>
<td>Slashdot</td>
<td>3782</td>
<td>2546</td>
<td>1236</td>
<td>1079</td>
<td>22</td>
<td>Text</td>
</tr>
</tbody>
</table>
class labels. MLNB: It adapts the traditional naive Bayes classifiers to deal with multi-label samples.

MCLS: It employs manifold learning to transform logical label space to Euclidean label space.

MIFS: It exploits label correlations to select discriminative features across multiple labels.

PMU: It evaluates features by maximizing mutual information between selected features and labels.

The configuration parameters of the six algorithms for comparison are suggested by their original literature, which are also listed in [22] in detail. ML-KNN [50] \((K = 10)\) is employed as the classifier to evaluate the performance of the feature subset searched by the algorithms. To fully reveal the effectiveness of the proposed method, we randomly divide each data set into training and test parts for five times. As the validation is iterated five times, we obtain five results and record the average result on each data set.

### 4.3. Experimental results

#### 4.3.1. Evaluation metrics

We get the predictive classification performances of all comparison algorithms on the sequentially selected top-50%. Tables 3–8 record the experimental results of different multi-label feature selection methods in terms of the six evaluation metrics. Six

### Table 3

Comparison results of multi-label feature selection methods in terms of Hamming Loss (mean).

<table>
<thead>
<tr>
<th>Data sets</th>
<th>FRD</th>
<th>MDDMproj</th>
<th>MLNB</th>
<th>MDDMspc</th>
<th>MCLS</th>
<th>MIFS</th>
<th>PMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birds</td>
<td>0.1381</td>
<td>0.1420</td>
<td>0.1430</td>
<td>0.1465</td>
<td>0.1480</td>
<td>0.1382</td>
<td>0.1364</td>
</tr>
<tr>
<td>Business</td>
<td>0.0412</td>
<td>0.0419</td>
<td>0.0432</td>
<td>0.0445</td>
<td>0.0433</td>
<td>0.0415</td>
<td>0.0414</td>
</tr>
<tr>
<td>Computers</td>
<td>0.0981</td>
<td>0.1029</td>
<td>0.1039</td>
<td>0.1028</td>
<td>0.0967</td>
<td>0.1015</td>
<td>0.0994</td>
</tr>
<tr>
<td>Education</td>
<td>0.0960</td>
<td>0.1008</td>
<td>0.0971</td>
<td>0.0992</td>
<td>0.1069</td>
<td>0.0972</td>
<td>0.0933</td>
</tr>
<tr>
<td>Emotions</td>
<td>0.1908</td>
<td>0.2090</td>
<td>0.2310</td>
<td>0.2048</td>
<td>0.1417</td>
<td>0.2053</td>
<td>0.2563</td>
</tr>
<tr>
<td>Entertainment</td>
<td>0.1213</td>
<td>0.1327</td>
<td>0.1315</td>
<td>0.1367</td>
<td>0.1407</td>
<td>0.1249</td>
<td>0.1287</td>
</tr>
<tr>
<td>Health</td>
<td>0.0612</td>
<td>0.0735</td>
<td>0.0781</td>
<td>0.0718</td>
<td>0.0773</td>
<td>0.0657</td>
<td>0.0637</td>
</tr>
<tr>
<td>Recreation</td>
<td>0.1912</td>
<td>0.2119</td>
<td>0.2159</td>
<td>0.2121</td>
<td>0.2114</td>
<td>0.2057</td>
<td>0.2151</td>
</tr>
<tr>
<td>Reference</td>
<td>0.0896</td>
<td>0.0981</td>
<td>0.0973</td>
<td>0.0983</td>
<td>0.0981</td>
<td>0.0939</td>
<td>0.0900</td>
</tr>
<tr>
<td>Scene</td>
<td>0.1304</td>
<td>0.2494</td>
<td>0.3058</td>
<td>0.2583</td>
<td>0.2115</td>
<td>0.1836</td>
<td>0.1444</td>
</tr>
<tr>
<td>Science</td>
<td>0.1407</td>
<td>0.1497</td>
<td>0.1515</td>
<td>0.1492</td>
<td>0.1512</td>
<td>0.1381</td>
<td>0.1411</td>
</tr>
<tr>
<td>Society</td>
<td>0.1500</td>
<td>0.1563</td>
<td>0.1574</td>
<td>0.1550</td>
<td>0.1601</td>
<td>0.1581</td>
<td>0.1476</td>
</tr>
<tr>
<td>Yeast</td>
<td>0.1822</td>
<td>0.2023</td>
<td>0.2003</td>
<td>0.1996</td>
<td>0.1853</td>
<td>0.1867</td>
<td>0.1843</td>
</tr>
<tr>
<td>Bibtext</td>
<td>0.1041</td>
<td>0.1052</td>
<td>0.1047</td>
<td>0.1053</td>
<td>0.1063</td>
<td>0.1059</td>
<td>0.1045</td>
</tr>
<tr>
<td>Slashdot</td>
<td>0.2022</td>
<td>0.2117</td>
<td>0.2035</td>
<td>0.2152</td>
<td>0.2171</td>
<td>0.2084</td>
<td>0.2020</td>
</tr>
</tbody>
</table>

### Table 4

Comparison results of multi-label feature selection methods in terms of Ranking Loss (mean).

<table>
<thead>
<tr>
<th>Data sets</th>
<th>FRD</th>
<th>MDDMproj</th>
<th>MLNB</th>
<th>MDDMspc</th>
<th>MCLS</th>
<th>MIFS</th>
<th>PMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>2.3015</td>
<td>2.3407</td>
<td>2.3567</td>
<td>2.4110</td>
<td>2.3907</td>
<td>2.3213</td>
<td>2.3183</td>
</tr>
<tr>
<td>Emotions</td>
<td>2.0177</td>
<td>2.1289</td>
<td>2.2365</td>
<td>2.0873</td>
<td>3.0691</td>
<td>2.1152</td>
<td>2.3276</td>
</tr>
<tr>
<td>Recreation</td>
<td>5.0805</td>
<td>5.4935</td>
<td>5.5735</td>
<td>5.5013</td>
<td>5.4738</td>
<td>5.3753</td>
<td>5.5653</td>
</tr>
<tr>
<td>Scene</td>
<td>0.7576</td>
<td>1.3505</td>
<td>1.6367</td>
<td>1.3952</td>
<td>1.1655</td>
<td>1.0264</td>
<td>0.8238</td>
</tr>
<tr>
<td>Slashdot</td>
<td>4.7618</td>
<td>4.9296</td>
<td>4.7621</td>
<td>5.0162</td>
<td>5.0526</td>
<td>4.8568</td>
<td>4.7623</td>
</tr>
</tbody>
</table>
evaluation metrics, including Hamming Loss, Ranking Loss, Coverage, Average Precision, Macro – F1, and Micro – F1, are employed to examine the performances of the selected feature subsets obtained by different multi-label feature selection algorithms. For Hamming Loss, Ranking Loss, and Coverage, the smaller the value, the better the performance; whereas for Average Precision, Macro – F1, and Micro – F1, the larger the value is, the better the performance is. To fully reveal the effectiveness of the proposed method.

### 4.3.2. Overall observation of experimental results

Based on the results reported in these tables, we have a couple of observations: (1) Algorithm FRD performs almost the best one on most of the data sets. (2) For Hamming Loss and Average Precision, FRD obtains the best performance at least on twelve multi-label data sets, and is only worse than PMU in some cases. (3) For Macro – F1, and Micro – F1, the predictive classification performance of FRD is much better than MDDMproj, MDDMsc, MDDMproj, MLNB, MCLS, and MIFS at least on ten multi-label data
sets. Meanwhile, the predictive classification performance of FRD is also extremely close to the performance of PMU on the other multi-label data sets.

4.3.3. Detailed experimental results

We below compare the performance of the selection algorithms on each data set in detail. Table 3 reveals the experimental results.

Fig. 1. Comparison results of different comparing algorithms on Scene.

Fig. 2. Comparison results of different comparing algorithms on Birds.
of multi-label feature selection methods in terms of HammingLoss. In this table, Algorithm FRD achieves superior results against the comparing methods on 12 out of 15 data sets. Meanwhile, on the other 3 data sets Computers, Education and Health, FRD is inferior but approximate to PMU and outperforms the other algorithms.

Table 4 reveals the selection results in terms of RankingLoss. As shown in the table, FRD achieves the best performance 10 times over the 15 data sets compared with all the other algorithms. On the other 3 data sets, FRD is inferior to PMU for 3 times and is inferior to MCLS and MIFS for 2 times. The average loss indicates that FRD is significantly superior to all the other algorithms with a large margin.

We can see the similar results on the remaining evaluation metrics. With each of the metrics, FRD offers the most evident improvement on nearly 75% of the data sets when compared with the other algorithms. Furthermore, the average performance recorded in each table shows that FRD constantly ranks 1 with a larger margin compared with other methods.

For a more intuitive display, Figs. 1 and 2 also depict the variation diagram of the performance w.r.t. the selected features on two data sets with different scales which are collected from different domains i.e., Scene and Birds. As shown Fig. 2, FRD significantly outperforms the comparing algorithms in terms of each of the evaluation metrics Ranking Loss, Coverage, Macro – F1, and Micro – F1, but it is inferior to the algorithms PMU, MDDMproj, and MDDMspc in terms of Hamming Loss.

4.3.4. Performance analysis

The above phenomena indicate that the proposed method has the overall advantages and can achieve good performances in most cases, whereas some comparing algorithms are also capable to handle some special tasks from different domains. The success of the proposed algorithm relies on the ability to disclose the instance-level compact and sufficient information and to preserve the consistency between the information from the feature space and the label space.

4.3.5. Performance analysis in terms of hypothesis tests

For further illustration, Friedman test [51] and Bonferroni-Dunn test [52] are utilized to evaluate the statistical significance of the comparing algorithms. Let $r_{ij}$ be the average rank of algorithm $j$
on all data sets, \( N \) the number of multi-label data sets, and \( K \) the number of multi-label feature selection algorithms. Under the null-hypothesis, Friedman statistic \( F_t \) follows a Fisher distribution:

\[
F_t = \frac{(N-1)\chi^2}{N(K-1)-\chi^2},
\]

where

\[
\chi^2 = \frac{12N}{K(K+1)} \left( \sum_{j=1}^{K} \frac{\chi_j^2}{4} \right).
\]

We can further obtain the Friedman statistic \( F_t \) on the six evaluation metrics and the critical value shown in Table 9. As seen in the table, the null hypothesis, that the performance of all methods is equivalent, is clearly rejected on each evaluation metric at significance level \( \alpha = 0.05 \). Then, Bonferroni-Dunn test [52] is used to further evaluate the performance of the methods. The performance of two methods is regarded as different, if their average ranks exceed the critical distance:

\[
CD_a = q_{a} \sqrt{\frac{K(K+1)}{6N}},
\]

where \( q_{a} = 2.638 \) is the critical value of the test. We can calculate that \( CD_a = 2.0809 \) (# datasets \( N = 15. \) # comparing algorithms \( K = 7 \)). Fig. 3 presents the CD diagrams on each metric, where the red line of one CD is represented by the red line. Two comparing methods are considered to have no significant difference if their average ranks are connected within one CD. We can see from Fig. 3 that FRD is significantly superior to MDDMproj, MLNB, MDDMspc, and MCLS on Hamming Loss, Ranking Loss, Coverage, Macro – F1, and Micro – F1. Furthermore, FRD outperforms MIFS on Micro – F1, and outperforms PMU on Macro – F1. Hence, the proposed algorithm can achieve competitive performance and is advisable to be as an alternative version of feature selection for multi-label data sets than some existing methods.

4.3.6. Convergence analysis

We below analysis the convergence of the proposed algorithm. As shown in in Definition 3, the fuzzy rough approximations are monotonous with the size of the subset of features. More features selected indicates more inter-class sample pairs discriminated with the algorithm. The objective value of misclassifying inter-class sample pairs decreases monotonously with the size of selected features. Consequently, the convergence of the proposed method can be guaranteed. Fig. 4 (a)-(c) illustrate the change of the objective value w.r.t. the size of selected features on three data sets, including Birds, Emotions, and Yeast. In the figures, it is demonstrated that FRD falls fast within a small number of selected features and then tends towards stability. Hence, the results empirically verify the convergence of the proposed algorithm in practice.

5. Conclusion

The approaches of discernibility matrix provide a mathematical foundation for fuzzy rough set-based data analysis. However, a way how to effectively realize the superiority for dealing with multi-label data sets, which generate more than one groups of class label partitions, has not been systematically studied so far. In this paper, we introduced a multi-label feature selection algorithm based on fuzzy rough discrimination. Note that different labels may provide different/repetitive sample distribution information. To make proper use of the label information, a weighting method of label significance was proposed based on label correlation. Then, a sample similarity matrix in the label space was computed via label weighting. The discernibility matrix of fuzzy rough set for discriminating related sample pairs was constructed. Based on the fuzzy rough discrimination, the procedure was implemented to evaluate and select discriminative features in multi-label data. Moreover, the margin preservation for discriminating different classes’ samples was also considered in our algorithm construction.

There are still some problems that deserve further consideration. For example, 1) The relevance between candidate features and the selected feature subset was calculated by the proposed forward searching algorithm, which was the main step of time consuming. The selection process will be improved for dealing with large-scale data in our future study. 2) The intersection operation was adopted to generate the fuzzy relation w.r.t. a given subset of features. This method may cause a deviation when characterizing sample similarity over a subset of features. Hence, a generalized framework of fuzzy information system will be introduced to overcome this limitation. 3) The idea of fuzzy rough discrimination will be applied to handle the multi-label classification learning with noise labels.
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